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THE WORKS OF THE COMPUTING CENTRE
OF THE ACADEMY OF SCIENCES OF THE USSR
IN THE FIELD OF AUTOMATIC PROGRAMMING

by Ershov A.P.,
chief of the theoretical Programming department
of the Computing Centre of the AS of the USSR

l. Preliminary researches

The real beginning of the automatic Programring develop- .
ment in the Computing Centre (iike as in the Soviet Union)
is the year 1954. Just this year the first preliminary works
éppeared which contain the main ideas and their realization
about which I am going to say at first.

The main necessity, which rised in pProgramming from the
very beginning, is the separation of the Programming process
into two main staées. On the first stage the programmer
writes a detailed, but sufficiently lookable, computing
plan of problem solving. On the second stage the direct
programming (coding in your terminology) is carried out,
which presents itself the writing of this detailed computing
plan on the computer's language.

Thus, in the course of Programming, the necessity of
construction of the intermediate language rises out, This
language is the language, by means of which the results of
the first stage of programming (the detailed computing plan

of problem solvirg) are written down.

‘ : 10001-7
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At the beginning in the Soviet Union as well as in any
other countries such an intermediate language was the flow-
charts language, which was used still by John von Neumann
and Goldstine.

But in the years 1952-53 prof.A.A.Ljapunov developed a
new programming method, which was first described on his
lectures in the loscow University. This method had a great
influence on the development of the programming in the USSR,
is perfectly acknowledged nowadays and is known as the

: operator programming method.

The main conception of the operator method is the
consideration of the program as a complex operator which
acts with initial Zatas and consists of elemerntary operators
of various types. The main types of elementary operators,

acting with the initial datas, are arithmetical operators

which fulfill the direct datdstransformation and logical
operators which determine fha next direction of computations.

The conception of the depending of the operator on some
integer parameter (for instance the depending of the adress
of the indexed number on the values of these indexes) was
also very important,.

Besides this, the control operators were considered.

These cperators do not act with the initial datas but deal
with the program itself. I shall mention at first the re-

adressing operators which exchange the depending on the

parameter adresses while the parameter's value is exchanging.

The restoration operator establishes the depending on the

2
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parameter operator to its initial view ‘according to the
‘nitial value of the parameter.

The detailed computing plan's record written as the
sequence of the operators of various types is called the

operator scheme of program (or the logical scheme of

program).

This conception was briefly described at first in the
book /2/ (pp.193-206).

Ljapunov's operator method was very important for the

! development of the automatic programming because of the
four main reasons: .

l. For the first time the program's components (element-~
ary operators) were formally classified according to their
functional appointment, independable on the sense of the
problem programmed, This permited to formalize the logical
scheme program's language easily and make the language
universal for writing problems to be solved.

2. The language of logical schemes of programs was easy
to algebraize. The latter was very important for the direct
input of the program's logical scheme into the computer,

3. The logical scheme of Program as an intermediate
result of the programmer's work, successfully separates the
Programming process. The composition of the logical scheme
accords to the "intellectual™ work of the programmer while
the most labour and mechanical work falls on the stage of
“re transition from the logical scheme to the object program.

Thus, the stage of the programming process, which is the
3
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easiest to automatize, was separated,

4. The partition of the whole problem on the sequence
of separate operators permits the programmei to divide the
Programming process on programming of separate elementary
operators. This also makes the coding more easy.

Still in 1953 prof.Ljapunov supposed that some parts of
the second stage of Programming could be automatized,

The first works in the field of automatic Programming
in the Soviet Union were carried out in the Mathematical
Institute of the a5 of the USSR and in the Computing Centre
of the AS of the USSR, which at that time was a division of

' the Institute of Exact Mechanics and Computing Technique of
the AS of the USSR.

In summer 1954 in the Computing Center V.M.Xurochkin
composed a program for the BESM computer, which permited to
fulfill the symbolie Programming, L.M.Korolev composed the
first version of the program fbr BESM, which carried out the
Programming of arithmetical fo;mulaa.

G.S.Bagrinovskaja from the Mathematica) Institute
described a project of the program,,fulfilling the Programming
of readressing operators. In sumper 1954 E.Z2.ILubimsky and
S.S.Xeminin constructed the Programming program for the
STRELA computer (PP-1), which performed the Programming of
readressing, restoring and logical Operators,
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2. The first Programming programs

The first project of the Programming program (pp-2),
which fully automatize the transition from the logical
scheme to the object brogram, was described by E«Z.Lubimsky
and S.S.Keminin on the prrof.Ljapunov's seminar in october
1354 /3/,

Source informatiop for this PP consists of the Yogical
scheme of the Program and the table of the storage distribut-
ione. The logical scheme may inciude arithmetical and logical
operators, readressing and restoring operators and B0 called
non-standard operators, which presents Some peaces of the
object brogram written in commands with symbolie adresses.

In February 1955 a 8roup of the Mathematical Institute
stuff-workers constructed a working PP for the. STRELA computer
on the basis of this project. This PP was described in a
series of articles /4/.

In December 1954'3 project for another pp was carried
out. Some versions of the PP were developed on the basis of
this project; the final one was construéted to March 1956,
This PP is described in my book /5/.

I want to point out the main differences of the PP for
BESM from the PP-2 for STRELA.

&) In the PP for BESM the hierarchy of arithmetical
operations when Programming arithmetical formulas is taken

into consideration, -

‘ : - 6A060200410001-7
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b) In PP for BESM the logical operators used are of
another type than those in the PP-2.

¢) There are no readressing and restoring operators
in the source information for the PP for BESM, but some
special notations, pointing out the necessity of the
gyclic repetition of some operator's gxoup, take place.

d) In the PP for BESM the storage is distributed
automatically. : <

The first public communications about the first
programming programs were made by the authors in their
reports on the All-Union Conference ®The ways of the
development of the ‘Soviet mathematical computing
machinery"” held in Moscow on the 12-17 of March, 1956.

3.The programming program for the STRELA-3 computer

The main result of the Computing Centre's works in
the field of automatic programming is nowadays the
programming program for the STRELA-3 computer. This
conpute§ is installed in the Computing Centre.

In autumn 1956 the work on the construction of the
programming program for the STRELA-3 (PPS) began. It has
been finished in autumn 1957 and performed by six stuff-
workers of the theoretical programming department.

When the requirements for the source information were
developed we were intended to realize the following aims:

a) The representation of the source information has
to be close to the mathematical formulation of the problem.

6
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b) The size of the suxiliary and technical work, not
sonnected with the mathematical formulation, has to be
reduced to minimum.

c¢) The source information must give the full inform-
ation about the structure of the object program.

d) The source information has to be maximally compact-
+~le and lookable.

Tbe source information prepared by the progremmer
'onsists of five parts: v '

l. The program's scheme (the main part of information)

2. The carried away operators

3. Information about variables

4. Information about storage blocks

5. Blocks.

come parts of the source information may be absent.

4 little about terminology. A variable is & letter
symbol which is contained in the source information. It
day denote some mathematical variable or constant or, in

seneral, any machine word. A storage block means any group

T locations which hes to be placed in the storage one
ater another. . -

First about the 3-th and 5-th parts. In the 3-th part
=1l the variables, which require some additional inform-
2tion, are written down. Such en additional irformation

a8y be:
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a) A constant, if the variable represents a constant.
Four types of constants may exist: decimal flow-point
constant, binary flow-point constant, command with sym-
bolic adresses and command with real adresses.

b) An adress, if you wish to prescribe the location
of the variable in the storage. _

The 5-th part includes any datas pPlaced into blocks <
and introduced into the storage by the object Progranm
itselft.

* The Program's scheme. In the program's scheme all the

operators of the object program are written down one after
another. The order ¢f placing of the operators in the
scheme corresponds to their Placing in the object Program.
The scheme may include operators of the folowing types;

Symbol denoting

Name of the operator
the operator's type

1. Arithmetical A
2. Logical J1
3.~Reatoring B
4. Non-standard : H
Se Readressing [T

6. Doubl-counting ll(:

A8 a rule, every operator is represented by a letter
denoting the operator's type, after which (in parenthesis)
. the information about the operator follows. Only for the
arithmetical operators the letter symbol and parenthesis
are omitted.

: -‘ 6A060200410001-7
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It 18 possible to require in the program's scheme the
syclic repetition of some sequence of operators. For this
purpose such a sequence is put into a figure brackets:
is an opening bracket of the gycle (a loop in your termino-

, logy) and } i8 a closing bracket of the sycle.
Beside this, special symBols may appear in the source

1nformatidn; they denote the command, which transmit an \
information between computer's paerts, and transfers.
Every operator may posess a number. The number is put A

by a letter denoting the operator's type aes a subscript.

Every operator can be carried away from the program's
scheme into the second part of the source information. A%l
the non-standard operators and some complicated arithmetical
ones are carried away into the second part. In this case on
the place of the operator carried away only a letter denot-
ing the type with the number is left in the scheme.

The main cause, which makes the source information look-
able and obvious, is the successful solution of the problem
of the recording of arithmetical formulas and the use of the
obvious symbolism. |

Arithmetical operators. Arithmetical operator fulfills

the evaluation by the help of the sequence of formulas as a
F(xl,...,xn) -> Y.

where F 1e a superposition of operations from some fixed
tist of operations and xl,...;xn are variables and con-

stants. In particular, this list contaeins all the operations

9
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of the STRETLA-3, y denotes the result of the evaluating of th
formula. The constants in formulas are represented .either
by letters or by numbers, The variables may have any number
of letter subscripts. In this case every subscript must be
a parameter of some loop.

I shall give (with some abbreviations) the list of

operations used in the arithmetical operators. ‘

. The list of the operations !
Name Symbol {

4 operations with two arguments ‘

addition +

substraction . -

addition by modulo 2 (digit by aigit) M

logical addition (digit vy digit) v

multiplication x or °

logical multiplication( digit by digit) A

operations with one argument

integgr part E

fractional part ’ : D

absolut value ‘ Mod

signum sign ;

sinus sin

cosinus cos ;

arcsinus arcsin

arccosinus arccos

arctangent arctg : f

exponent exp ;
10
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Name Symbol
natural logarithm 1ln
binary to decimal conversion Dec
decimal to binary conversion Bin
logical negation (digit by digit) |

powers: '

1 1 P
x1, 22, £3, =, x 2, x2¥

(1=p=s 511, 06q<7)
L
The usual hierarchy of operations useful in mathematics

is used for the determination of the order of fulfilling of
tHe operations. There is only one difference between the
aarked and non-marked multiplication ( x and * ), which is

obvious from th. ‘ollowing example:

tgcos 2 + sin(a+bya-b) « sin@+b)x(@-b) -
~Mod y~! sigm (x+y) tg a2,

In this example the terms, which are arguments of the
corresponding operations, are underlined, Besides this,
the following record is allowed: gin B X, which denotes
(8in x)™,

Our experience shows that all the transformations of
formulas, which are carried out by the Preparation of
source information, are thus: the omitting of radixes and
lines, denoting the division, and replacing them by ap-

vropriate powers.

14
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Logical operators. One logical operator realizes the
varifying of one of five standard logical relations. The
standard logical relations are following:
a<b
agb
lal < |bli
lal = |b|
a=b, p
where a gnd b are variables or comstants.
\ In the program's scheme logical operators are represent- .

ed as
!

J]. (a ~Db l )
2
wherxe N, and H2 are operators' numbers, a ~ b 18 one

of the five logical relations. This operator acts in such a
way: if the relation & ~ b is true then we transfer to the
operator By» otherwise we transfer to the operator Ky it
one of the operators®' numbers is omitted, this means, that

we transfer to the operator next after the logical operator.

Bon-standard operators. A non-standard opérator is an

any part of object program, written in commands with symbolic
adresses. There are many rules of writing down the non-
standard operators but tﬁey are of no interest, and I shall
omit them. »

As 1t was mentioned above, the non-standard operator is
aiways written down in the second part of the source inform-
ation (carried-away operators). In the progrem's scheme the

12
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non-standard operator is represented by a letter H with
) the number. In the second part a "head" is placed before the

| non-standard operators, which has a form

' I | [ 0 ]

where N 1is the non-standard operator's number, n is a

number of words the operatorcontains.

Th; loops. 4 loop rqalizee‘the‘repeated fulfillment of -
some sequence of operators for all 8iven values of the para- \
meter of the loop. ‘

Y In the program's scheme the loops are rcpreeented‘in
such a form

(4}
where { and } are the opening and ©olosing brackets of
the loop, A 1is the sequence of the operators repeated. The
loop's parameter 1 and its initial valuye ‘1" s if it is not

equal to zero, are placed under the opening bracket

{ or { (124, = 0)
i, {
If the number of repetitions of the loop is determined
by the final value of the parameter { then the latter is
Placed over the opening bracket :

1, i,
{u
i,

13
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In such a case the loop will be repeated from the value i,
up to the value iK includingly by the step of the size 1
(i, < i) '

iH and 1K are either variables or non-negative integer’
constants. If i, and i, are variables, then it is supposed
that they are .evaluated by the object program before running
of the loop as non-negative integer normalized numbers.

It is also possible to set the number of the loop's

repetitions by means of one of five logical relations a ~ b.

. The readressing operators. A readressing operator is

recording in the program's scheme as

II (m, n, B,
where N 1is an operator's number; n 1is either a number
of a command of a non-standard operator or a variable; h
is either a variable or an integer constant.

The readressing operator is fulfilled thus:

a) If n 1is a number of a8 commend of the non-standard
operator N , then the readressing constant h is added to
the command.

b) If n is a variable and h is a constant, then h
is added to all the adresses of‘the variable n in the
operator N ,

¢) If n is a variable end h 1is also @ variable, then
it ie supposed that the value of the h needed is evaluated
in the third adress of the location for h as an integer
number,

14
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Ihe restoring operators. A restoring operator is recor-

ded in the program's scheme as _
B(N) (
where N is an operator's number.
If there are some variable commands in the operator N
which are transformed by readressing operators, the restoring .
vperator will transfer the initial values of these variable

commands into kheir places in the operator N .

The double-counting operator. While composing the program

with the help of the PPS we may prescribe the control of
the computation by means of double computations of separate
peaces of the program. Therefore the-double-counting operat-
ors' symbols are arrenged in the program's scheme. The
computer will compute every peace of the program betwéen two
such symbols (following one after another) and accumulate
all the contents of the internel storage. If the sums are
equal, then the whole content' of the storage is recorded

on the magnetic tapg, and the computation is cafried on
further. If the control sums are not equal,the computer
stops and, after a new start, repeats the computation once

more comparing after that three sums elready.

Special symbols for transfer and transmission of infor-

mation between computer's parts. The following notation,

which denotes the transmission of information between the

different computer's parts, is used: i
A} |

15
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where A ig the symbolic adress of the beginning of the
place, from which they are going to transfer the informatio

- B 18 the symbolic adress of the beginning of the place,
where they are going to transfer, and n is a number of
vords in the information transforred.

The unconditional transfer is denoted by
N

- ‘ E ’
where N is a number of an operator to which we shall
transfer,

The conditionaJh transfer is denoted by

If the signal o for the Preceeding command ig equal
to 1, we shall transfer to the operator 5& Otherwise
we shall transfer to the operator h&'

For transfer to subroutines the following notation is

N

&,

. L.
which means: to fulfill the subroutine beginning from the

used:

operator }% and up to the operator b& exclusively.

Information about storage blocks. Thia information, at

first, ahovsvhov meny blocks there have to be in the storage
and how long they should be. If 1t 1is necessary, it is
possible to point out the bosition of some blocks in the
storage. Such an information about every block has the

following form
| 16 .
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A words, V= _ .

M,

where k 18 the block's number, A is its length and

V is the adress of the first location of the block (if
it is given). .
Then the information about the variables concerned to

this block is written down.

If the adress of & variable a or alJ--- depends on

parameters i,j 9+++ it 18 recorded in such & form
a(or aij )=H(or K)*A+h‘i+h2_j+ ..

where H .denotea the beginning of the block (its first
location) and X denotes the end of the block (its last
location). Number A is a "shift" in our terminology, h,,
hz v-- are the steps of readressing according to parameters
i,j,... .A and h may be either integer constants or
variables.

- If the adress of the variable a from the block does
not depend on single parameter then the information about

ita place in the block is recorded by
a=H(xrK) +a.

If some variable appears in the program's scheme with
different sets of equal number of subscripts then the depeﬁd-
nees of the adress of the variable on the subseripts is

N lont:!.oned in the information only once. For example, if the
variables Ajsk »@k1i+ ksl appea.r' in the program's scheme,
then in the information about blocks only one row is written
down ‘ ’

' 17
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aijk = H(oxr K) + + hli + hgj + h3k.
That is all about source information.

I shall briefly describe the structure of PPS. The PPS
as a whole consists of 30 separate blocks recorded or the
magnetic tape. Every block works only once during the
programming program's running. Tue information transformed
1s placed in the internsal storage. Every block has the
1engt£ of about 240 locations. A part of the storage (about
130 locations) is intended for some working mater;als, which
the PPS works out and overgives from one block to the other.
Thus the length of the simultaneously transformed informat-
ion may arise up to 1500 words. The blocks of the PPS change
one after another ‘automatically. The PPS punches on punch-
cards the ready object program and some additional inform-
ation. Besides this, it is possible (if you wish) to punch
some intermediate informationm. .

PPS is able to discovery automatically many formal mis-

takes in the source information.

In coﬁcluSion of this part let us-consider an example of
Preparation of the source information.

Suppose we have to integrate a parabolic partial
differential equation
QE = 0,75 x(1-x)(tx+2) éiz
ot 0 x%
z2(x,0) = 0; 2(0,t) = 0; 2(2,t) = t
from t =0 to t=17, N = nl ana ¢ are given
(h 1is the steb'by X, T 1is the step by 1t).

18
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The evaluation formulas are following

zo,noi =0

~CZ et 2
Zm et Zma* ?-0,75Vx(1-x)(t’~x~zmn) Zma,n izm m:A,0

m=12,...,M-1

Zyneg = (DT

n-0,1.2,...

Let us'pick out one block of the storage, containing
1000 number for storing all the values of z for each layer
of t . The new z we shall place on the places of the old
ones with delay for ome step, because the o0ld valuef of Z
will be needed for the evaluation of the new ones. Every time
three points Zm.2h and z;‘n will be used, which
correspf)nd to Zmn zm_i’n 7Zm¢1,n .

The source information is thus:

1. The program's scheme

M M
—-M =T AC(S) { o*zm} {nT-»f {ﬂ(m-OE)
m=0 n m N
N N,
0"1‘[ ﬂN (m-ME) (n+d)r > Zm(j_ ___I mM-i'VX
Zp, +0,75(x (1~ x2x + 2,,‘,))1.(2;,‘2 Znt z:n)MZ' >y
t<T'M _
T&J,‘s*z;"?ljz "*5} JIC} {Dec Z;~> zi} a2 st09,
i1
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i The logical operators here are picking out the cases
m=0 and m =M, which are evaluated separately. The

i sign ,J is used to show the number of the next operator,

if the latter does not posess a letter denoting the opera-

tor's type.'

! 2. Carried away operators are absent.

3. Information about variables is absent.

4. Information about blocks of storage is

following

) Ml » 1000 words
| Z,=H+1m
' z, =H-1+im
n 2y =H+i+4m

a=H.

5. Blocks of storage are absent.

4. Some problems of the automatic programming .

The problems I am going to say about are only a little
part of the great number of problems of the automatic
piogramming, but they characterize our interests clear
enough. I will consider two types of problems:

A) The problems of the source information and
B) The problems of construction of new programming
algorithms.

A). The problems of the source information. This name

unificates all the problems, which solution simplifyes the

20

Declassified in Part - Sanitized Copy Approved for Release 2012/01/12 : CIA-RDP80T00246A060200410001-7



Declassified in Part - Sanitized Copy Approved for Release 2012/01/12 : CIA-RDP80T00246A060200410001-7
\J? Ty i - .

construction of the source information and approaches its
form to the mathematical form of the problem, using all the
richness of the modern mathematical symbolism,

The natural stage in this direction is the expansion of
the symbolism, admissible in the source information, by
adding some widespread mathematical terminology. The latter
may include éome sorts of mathematical operators, such as
summation, the evaluation'of multiplication, differential
operators,band S0 on, or some functionals, such as min f(x)
max fo‘), SI(K)JX and so on, some widespread special
functions,aAnd, at last, we may permit to include into the
source information not only real scalar numbers but more
complicated such as complex numbers, vectors or matrixes
and so on.

The method of subschemes.(already used in some program-
ming programs) may be used for decoding of new symbols which
take place in the source information. The essence of this
method is following. A special block is added to the PP which
may "understand" new symbols in the source information. For
every symbol of that sort,‘which denotes some mathematical
algorithm D » this block constructs a subscheme Which re-
presents the record of the algorithm. This record is the
algorithm D in terms of standard operators (arithmetical,
logical and so on). The subscheme constructed substitutes

N the symbol, -denoting the algorithm D , into the source

information. After this the program's scheme transformed,

21
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which already does not contain special symbolse, ib transformed
by PP in a general waye.

To make a long story short, I am speaking about the unificat-
ion of the PP programming method with the compiling programs'
method. Though the principal poesibility of such an unifications
has been discussed long ago, there is little done in this direct-
ion.

The problems of constructing of new programming algorithms

From the broad field of problems of that kind I shall consider

only two, perhaps, the most important from the practical view.

1. The analysis and transformations of the progream's schemes.

The texrm “analysis of the program's scheme" denotes the construct
ion of algorithms, able to get the various information from the
progrem's scheme about the interconnections between thé operators
forming the scheme.
Before now the programming programs were constructed in such
a way, that®every operator from the scheme was programmed &s J
poseible independently on the other ones. Ior example, the
economy of commands during the programmirng of aritrmetical ope- \
rators is performed only in one operator. By the progranning of (
loops it requires from all variable commands, which depend on the ‘
loop's parameter, to be placed in the sci.eme between the first
operator and the last one of the loop. The independent program-
ming of various operators allows us to simplify the programming
algorithms but escapes some opportunities of the improvement of
- the program constructed.
I shall give an example of the improvemeat of the programm-

"ing algorithms requiring an analysis of the progsram's scheme.

22
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Let us suppose that in some arithmetical operators [
4y, «eey A, we meet one and the same term F (xl,...,xk).
It is obvious that, in some cases, F'(xl,...,xk) may be
programmed in one operator only, while in the others the

term I (xy5+.+,3,) 18 replaced by the result's symbol

of the term's evaluation. This may be done in the case if

thé;e is an operator A; among 47424454, , which is ful-
filled always before the others and if XyyeensXy do not

arpear as the results in the computation between the work

cf the operator A; and Aj (A.j is one from Al,...,An):
It is clear, that it is impossible to discavery the

possibility of such a generalized economy of commands with-
out the analysis of the program's scheme.
The problem of the analysis of the pProgram's scheme may
be formulated in the particular case more exactly in such ‘
a4 way: j
To comstruct an algorithm, which for any arbitrary
~hosen two operators 4; and AJ from the scheme, deter-
mines, which one of the possibilities takes place
a) 4y is fulfilled elways before AJ ;
b) AJ is fulfilled always before 4 ;

c) 4; and AJ are not simultaneous, that is, if ’
one is fulfilled, the other is not; |

d) 4y and AJ can be fulfilled in any relative
order. |

Theconstruction of such an algorithm would Ye very

important for programming.

23 . ’
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In connection with the inclusion of such notations as
the summation term 2. and the multiplication term 11
into the source information, there appears an interesting
problem of the program's schemes! transformation.
Let us consider as an example the problem of evaluating

the series

u-i fck)
k<0

with some given accuracy. It is obvious, that if we substitute

this notation directly by the subscheme
n

O=u {udf(k)-»u} ,
k

the object program would be very bad. If we shall compute
according to this program, we have to evaluatef(k) for every
new k anew, and this is extremely improfitable in most cases.
In fact, we usually reduce the direct evaluation of f(k) to
the evaluation of {(k) by use of some recurrent relations.

For instanse, the series
D, _k

Zi: X

YT
k0

is always evaluated according to such a scheme

n

i>t 0=u { usteu, %;_",.t )

k=1
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It seems possible to us to solve the following problem.
For any arbitrary function fck)  of an integer argument,
represented by a oombinatioﬁ of the exponent, power and
factorial functions, to find an algorithm, which replaces
the close notation f(k) by the recurrent relations. The
realigation of such an algorithm in PP would permit the
programmer not to fulfill the preliminary work of finding
the recurrent relations but to replace this work to the
computer. The programmer has only to write down the copmon
member of the series or the multiplication in a close form.

In connection with the programming of loops the feollowing
problem also concerning to the transformation of the program's
scheme is interesting. In many problems (pa:ticularly.by the
evaluation of tables) the following prescription appears:

*Evaluate the table of the values of the function

2+ F( P,l,m,n)

{where P is a parameter) for all sets of the values of the
integer arguments, for which

"

1 £1€], , mamam,, n&ansn,
(The number of arguments is of no importance and can be
arbitrary).

It is very easy to write the piogram's scheme in such

a form:
x My Ny

; { F‘(p,l,m,n)-»z ,. punch 2 )
l‘lo m=m, n.no
25
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But if, for instanse, IW(P,l,n1,n) can be represented

in such a way:
F(p,L.m,n)=9(l,¢(m,t(n,& p)Y),

then the scheme

N« me Je
&( p)>u { é(n,u)»v{q/(m,v) éw{ ¢l w)»2z, punch =
- N=ny m=m, J=I°

would be, of course, much more profitable. That is because,
according to this scheme, only that part of the function
E‘ is being evaluated in every loop, wrich is essentially

depending on the parameter of this loop. The evaluation of

the left part ofi? is carried out into the extermal loops,
which repeat more seldom. Therefore the progrem as a whole
works faster.

In this case it 1s also probably possible to find an
algorithm, which would perform the transformation of the

program's scheme mentioned above.

2. The increasment of the velocity of the PP's work. The

new PP obtain the more and ‘more opportunities in otrder to the
quality of the object programs by the expansion of‘the
‘gomplication of the programming algorithms. But the increased
complication and the size of PP heve their shadow side,

which turns out in the increasment of the programming time.

When the running of PP offers much time, it reduces the

26
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effect of using of the PP (in particular, when the computer
works unstable). Therefore I would like to stress the fact,
that it is necessary while constructing new algorithms of
the programming, to aspire in every possible way the in-
creasing of the velocity of the algorithm's work. One my
work /6/ testifies some possibilities in this direction.

)
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